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Introduction

We can’t keep adding processors or electrical power
for running scientific applications on supercomput-
ers [1]. One possible solution is lower precision com-
puting.

Background

Scientific computation can benefit from lower pre-
cision computing. The IEEE 754 standard defines
floating point numbers that take 32 or 64 bits of
storage, known as single and double precision re-
spectively. The standard also defines a floating point
format for 16 bits of storage, known as half preci-
sion. Half precision exists on GPUs and may be a
codesign opportunity on CPUs as well.
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Figure 1: Di�erent Precisions, IEEE 754 standard

Lower precision benefits

• More e�cient use of memory bandwidth.
• Halves the memory footprint.
• Increase number of vector operations with

current AVX architecture.

Fogerty et al. [2] showed two examples of applica-
tions that benefit from lower precision methods and
experimented on a variety of architectures. We con-
tinue their work by using mixed precision on a dif-
ferent application, Tycho2, a LANL mini-app.

Application: Tycho2

Solves a key kernel in radiation transport
codes [3].
• Latency, bandwidth, and computationally

bound.
• 6-dimensional arrays take up most of the

computation:
•

Q (source)
•

Q

total

(intermediate calculation)
• � (solution).

• Unstructured mesh causes problem to be
latency bound.

Figure 2: Representing Tycho2 unstructured tetrahedral
mesh. Drawing is 2D but actual mesh is 3D.

Methods

Original code had Q, Q

total

, and � in double preci-
sion. We created two ports as shown in table 1.

Q Q

total

�
double double double
single single single
single double double

Table 1: Original version is all double precision. We use all
single precision as well as a mixed precision method to see how
the trade-o�s a�ect computational accuracy and runtime.

We used templates to toggle Q between single and
double precision, For scaling, we test 32-way paral-
lelized versions of the code, with 32 MPI processes
per node with 1 thread per process.

Results

Single precision gives solutions that are visually indistinguishable from double, but has faster runtime.
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(b) We can get a lower runtime by using lower precision.
Figure 3: We can get lower cost for similar errors.

Fixed Budget Computation

It is also possible to keep memory or energy use con-
stant. We may run at a lower precision at a higher
resolution (vice a high precision at low resolution)
and get an equivalent fidelity with the same mem-
ory budget.

Future Work

By showing that lower floating point precision is ac-
ceptable for scientific research, hardware designers
may take note and design GPUs to account for half-
precision floating point operations as well.
Di�erent directions the research can take:
• What levels of precision still provide a correct

answer?
• How can the error of the solution be bounded

with respect to the available levels of precision?
• Can we specify the lengths of the mantissa and

exponent for specific applications? What about
non-powers of two?

• Are some applications faster and more accurate
using fixed point rather than floating point?
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